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Our overarching goal is to 

reduce hate speech online as a 

step towards creating a safer 

and more peaceful environment 

for online users. 

One comment at a time! 



 

 

>> THE TEAM

Our team consists of three young, but passionate 

women determined to change Polish reality from 

three different sides of the world. We combine unique 

experiences, roots, backgrounds, and identities with 

a shared strong belief that nothing is impossible and 

that change will happen only through dedication, 

strong determination, bravery, but most importantly, 

through consistent action.  
 

MAY LIM 

May Lim graduated from the 

University of Washington in 

2016 with bachelor's degrees 

in Political Science and 

Psychology. May has worked 

for local elected officials in 

both Seattle and LA and will 

be starting a master’s 

program in public policy at 

UC Berkeley in August 2018.  

 

RENA PITSAKI 

Born and raised in Greece, 

Rena is an Art Historian and 

Art Curator. She is now 

completing her MSc studies 

on Cultural Technology and 

Communications, focusing 

on organising artistic 

projects, which highlight 

burning social issues.  

EWA RODZIK 

Born and raised in Warsaw, 

Ewa is a third year law 

student at University of 

Warsaw, with her academic 

interests including migration 

and refugee law, 

international humanitarian 

law and labor law. After 

graduation she plans to 

pursue her professional 

career as a human rights 

lawyer. 

 

Our team consists of three young, but passionate 

women determined to change Polish reality from 

three different sides of the world. We combine unique 

experiences, roots, backgrounds, and identities with 

a shared strong belief that nothing is impossible and 

that change will happen only through dedication, 

strong determination, bravery, but most importantly, 
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>> ABOUT THE PROBLEM 
 

THE CHALLENGE 

 

Our overarching goal is to reduce hate speech online as a step towards creating a 

safer and more peaceful environment for online users. Our general assumption is 

that by reducing the amount of hate speech online and encouraging an online 

culture based on respect, rather than hate, we can also reduce hate speech in 

society. We hope to achieve this by creating a chatbot targeting young male 

gamers. By using empathetic language, the chatbot will aim to build trust with the 

user in the preliminary stages of the conversation. The chatbot will then share 

educational and informational materials with the user regarding the harmful effects 

of hate speech on various populations. We will create a Facebook page which links 

to the chatbot in order for the chatbot to be more easily shared over social media.  

 

 

 

TARGET GROUP 
 

Our project targets male gamers in Poland between the ages of 12-17 years. 

Multiple studies (Oksanen et al, 2014; Hawdon, Oksanen & Räsänen, 2015) have 

shown that young individuals are highly prone to using hate speech in online games.  

A study done in 2017 by the Stefan Batory Foundation shows that the more 

individuals are exposed to hate speech, the more normalized hate speech becomes 

to them. As young game users become more desensitized to hate speech online, 

they will also become less affected by hate speech outside of the internet and will 

be more likely to use it themselves as well. 



 

 

>>ABOUT THE SOLUTION 
 

SOLUTION IDEA 

To combat online hate speech made by young male gamers between the ages of 

12-17 years, we  tested a possible technological solution to educate and create 

awareness of the effects of hate speech among young online users. Therefore, we 

created a chatbot named “Cursing is Half the Fun.” This chatbot will be linked to a 

Facebook page with the same name that falls into the category of “Gaming” on 

Facebook. The name is intended to attract young gamers, many of whom like to use 

curse words towards others on the internet. The use of cursing is sometimes linked to 

hate speech and other times not, but we believe it is important for young users to 

know the difference. Research has shown that individuals in our target group do not 

tend to understand the difference between hate and hate speech, so our chatbot 

aims to teach them the difference and to educate them on the effect of their hate 

speech on different groups. Our aim by doing so is to reduce the harmful effects of 

our target group’s use of hateful language on online games. 

IMPLEMENTATION PLAN  

We started off by brainstorming for ideas using a persona named Przemek. We 

created this persona in order to understand the needs, pains, and gains of our target 

group. Przemek is a 14-year-old boy who enjoys playing online games with his friends. 

Attached below is a summary of Przemek’s persona.  

 



 

 

Przemek’s pain is that he is not as good as his friends at gaming, which results in why 

he tries to match their behavior. His gain is playing games online and using the 

internet. A pain reliever for Przemek is to gain confidence and self-esteem, and a 

gain creator is for Przemek to keep using the Internet. We decided that a chatbot 

would be the best solution for Przemek. A chatbot incorporates the pain reliever by 

empowering Przemek with knowledge and education, helping him feel more secure 

and confident in his own thoughts instead of following along with his friends. It also 

incorporates the gain creator by giving him a reason to be online even more. 

 

After coming up with our solution, we created language for the chatbot that would 

be both appealing to young users and also effective at educating young people on 

the negative effects of using hate speech online. We incorporated this language 

into relevant questions and answers for the chatbot. We supplemented this with 

other empathetic questions that would appeal to emotions, as well as some 

questions intended to make the user reflect and think about the impact of their 

words. We then inputted these answers and questions into a schema in order to 

create a prototype that could be tested among our target group. We created a 

Facebook page that would eventually link to the chatbot so that the link to the 

Facebook page could be posted to various Facebook threads and the comments of 

Youtube gaming videos that contained hate speech. The title of our Facebook 

page and chatbot is “Cursing is Half the Fun,” intended to appeal to young users 

who typically use a great deal of cursing during online gaming. 



 

 

>> ABOUT THE 
SOLUTION 
QUESTIONNAIRE  

 Had you ever used a bot before in the past?  

 Were there enough answers available as options 
for you?  

 How much time did you spend with this bot?  

 Did you find it old fashioned?  

 Did you learn something new about hate 
speech?  

 Would you share it with your friends?  

IMPACT INDICATORS 

After the process of creating our chatbot prototype, we tested our 

chatbot as a demo version through a schema so that our bot could 

be available for teenage boys living in Poland. This demo version 

allowed us to send our trial to them and get real results on how much 

time they spent on it, whether it was effective, and what their 

feedback was in general. Therefore, we created a questionnaire that 

followed up the conversation with the bot. 
 



 

 

>> ABOUT THE SOLUTION 
PRELIMINARY RESULTS 

 

 

 

 

 

 

After creating the chatbot, we tested it among five individuals in our 

target group using both a schema and a questionnaire to test the 

effectiveness of the chatbot. Among the five individuals in our trial, 4 

out of 5 spent less than one minute on the chatbot. 3 out of 5 found 

that the language we used in our chatbot schema was not too old-

fashioned. 3 out of 5 learned something new about hate speech from 

the bot, and 2 out of 5 said they would share with their friends. 

 

Considering these results, we found that the chatbot was not effective 

in targeting individuals in our target group in terms of teaching them 

about hate speech and reducing their use of hate speech online. 

While this prototype was a good basis and trial for a hate speech-

targeted chatbot, the chatbot must be improved in the future in order 

to be more attractive towards users in the target group. 

 

We also reflected that an alternative medium could be more 

effective than chatbots in order to reduce hate speech online among 

Polish youth. To make an effective chatbot that understands the 

complex content that users in the target group will input regarding 

hate speech and for the chatbot to be able to answer appropriately 

to each answer from the user, much more financial resources, human 

resources, and time must be needed in order to improve the NLP 

(natural language processing) technology of the chatbot. 

 

 

FINAL REFLECTIONS 
 

This project was a learning experience for our group. We learned more 

about hate speech and more about the use of hate speech among 

young gamers, as well as the effect of this hate speech on minority 

target groups. 

 
However, we found difficulty in finding a tech-savvy and interesting 

method to appeal to young gamers in our target group, especially 

given that our funding from our organization was already limited to 

creating a chatbot. 

 

From our findings, we suggest that HIA Poland find alternative 

methods of using technology as a method of reaching young gamers 

and raising awareness about the harmful effects of hate speech in 

order to reduce hate speech both online and in the real world. 



 

 

>> PICTURES 
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>> Visualisation for Pitch & Pizza Night 



 

 

 

  

>> Chatbot Schema (Part 1) 



 

 

 

 

>> Chatbot Schema (Part 2) 
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